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No examination of the role of GE crops in the sustiaility of U.S. agriculture is complete
without understanding what drives academic biosgemhe National Research Council's 2010
report on the role of genetically engineered (Gieps in U.S. farm sustainability underscores
not only their successes, but the challenges theyintroduce. The challenges include
protecting against herbicide resistance, trackimgy@ntrolling water pollution, measuring and
guarding against gene flow to non-GE varieties, atehding to such potentially public-good
issues as climate change mitigation, minor-cropetigament, and nitrogen fixation. In the
shorter term, successes in these areas will depeodmmercial trait development and on the
farm management practices linked to it. In the &artgrm, however, it will depend on the
drivers influencing academic bioscience, where masiamental research underlying genetic
modification—and much of the translational workdging the gap between proof-of-concept
and product development—begins.

Such drivers increasingly can be understood in lstgapd-demand terms because
universities increasingly view themselves as s@pplof research deliverables and demanders of
research money. On the other side of these twoetgrjournals, governments, and firms seek
research deliverables and public agencies and 8upply research monies. Yet part of the

reason most professors work at universities isutsye noncommercial interests. Predicting



academic research directions thus requires we @engrofessors and administrators as seekers

of both monetary resources and professional satisfa

Bioscientists’ Motives

To capture the personal and commercial aspectsivérsity bioresearch, we consider four of its
dimensions: (a) the bioscience discipline—refldatethe scale of the research object, from
sub-cellular to entire ecosystem; (b) the positbthe research on the basic-to-applied
continuum; (c) the potential for patentability adher types of excludability—of the finding; and
(d) the interest group served. It is importantsk Bow the scientist's human and institutional
capital, program funding, academic culture, andketaenvironment affect these characteristics
and contribute to human welfare.

Funding agencies’ research budgets can offer sogweaas. But the variety of scientific
activity hidden in those gross statistics rarebtidguishes among the many issues that research
policy makers need to understand. For example eggde data don’t allow distinguishing
between a scientist’s willingness to engage in,amdgent’s willingness to fund, a particular
line of research. Such distinctions are best driayvaxamining the individual scientist’s
behavior.

Social scientists have theorized about, and tdsteevhat motivates scientists to do what
they do. Early analysts argued that institutionfiliences, such as university structures and
cultures, played dominant roles, leaving littlecdetion to the individual scientist. More recently,
scholars have thought of individual scientists agg their own motives and abilities and
facing their own constraints in research programetigment. We draw on both the institution-
based and individual-based theories here to exahuneacademic scientists make decisions

about the types of research questions they ask.



Our data for doing so come from a 2003 — 2004 natieurvey of academic bioscientists
who conducted research on molecular or cellulaicsires with implications for agriculture,
forestry, or aquaculture. The scientists identifigdheir department chairs as conducting such
research were drawn from a random sample of 20-Guaaht, 25 public non-Land-Grant, and 25
private universities. Each researcher was senthdme questionnaire asking about their annual
budgets by funding source, types of laboratoryséasis, grant-based inputs such as equipment
and cell lines, university resources, the respotisidmnscience discipline and current main study
topic, the basicness and potential excludabilitthefr approach to that topic, academic rank,
and intensities of view on a range of professi@aantific norms. Sixty-four percent of the 1441
scientists we contacted responded, giving a tatalpde of 922.

We asked each respondent to indicate the percdm$ oésearch portfolio that was
basic—adding to fundamental knowledge—and the ptagothat was applied—creating a new
product or a solution to a problem. We also askedtb estimate the proportion of his research
he expected to be nonexcludable in the sense ddaiog property-right protectable —and hence
notrestrictable to paying parties. The meanings sfdxand applied, and nonexcludable and
excludable, may vary somewhat across biosciencgtirees. In order to reduce the potential for
conflicting interpretations, we provided definit®and examples of these four research
characteristics. That respondents showed littldenge of inconsistency is suggested by the fact
that when asked to indicate their projects’ basis@ad excludability on a 6-point Likert-scale,
such as "how basic was your research?", their rssgsowere highly correlated with their
percent-of-program responses.

Sixty-seven percent of the mean respondent's i@seartfolio was basic and 33%

applied. Eighty-five percent was reported to beaxafudable and the remaining 15%



excludable. The average current annual laboratodgét was $229,000 from federal and state
public sources, 18% of that from the National SceeRoundation (NSF), 33% from the National
Institutes of Health (NIH), 18% from the U.S. Depaent of Agriculture (USDA), and 17%

from state governments. Nearly $51,000 was deraredially from private sources, 53% of it
from industry firms and trade associations and 4it¥h foundations. Forty-seven percent of the
scientists were from Land Grant universities, 358t public non-Land-Grant universities—
such as the University of Texas—and 18% from pevativersities such as Stanford. Medical
school faculty were strongly represented, sugggstisignificant overlap between human-health

and agricultural biotechnology.

Research Basicness and Excludability

The right mix of basic and applied, and of excludand nonexcludable, discoveries for
addressing GE crop challenges depends on the pnatdatext. We can begin that inquiry
however by asking about ti&ctorsaffecting these research program features. Funersheir
requests-for-proposals to influence the type odaesh they seek, for example a study on crop
biofuels. On the other hand, every funder serveari@ty of interest groups and supports
research in a variety of areas. And academics ti@reown preferences among potential
funders. So it is useful to ask how another ddham a particular money source influences a
researcher’s objectives. To do that, we must cbfdrdactors other than the money the scientist
receives. We also must account for his human dapitpresented for example by his academic
rank, his university culture, and the professiomaims that partly guide his research life and
choices.

When we do so, we find that the proportions of@sbientist's program that are basic and

nonexcludable are strongly influenced by her pmitesal norms regarding the value of



theoretical research, scientific curiosity, pategtiand nonexcludable—public—benefits. Our
scale for measuring these norms runs from 1 tocreasing numbers reflecting more intense
agreement with the norm. The more she says slengitutionally oriented toward achieving
theoretical breakthroughs or indulging her scienttiriosity, the more she engages in basic
research. The more she is oriented toward paterthegnore excludable her research turns out
to be. The statistical significances of these ndoinredactors were greater than for any of the

other factors, such as type of funding source, evesiclered.

Table 1. Factors Affecting Bioscience Researchdiass and Nonexcludability
Factors Basicness and Nonexcludability

Percent Basic | Percent Nonexcludable

Research Program Characteristics

Percent Basic 0.16

Percent Nonexcludable 0.27

Research Funding
Public Funding ($1,000) 0.03 -0.01
Private Funding ($1,000) -0.16 0.03

Scientist's Norms

Contribute to Theoryl — 7 scale) 6.60
Scientific Curiosity(1 — 7 scale) 4.12
Chance to Pater(tl — 7 scale) -5.72
Create Nonexcludable Beneffts— 5 scale) 1.65

®Numbers are changes in the percent of the scientitearch portfolio that is basic or
nonexcludable caused by a one-unit change (showarientheses) in the indicated factor.

The influence of each factor is shown in Table 4.olve would expect, more
nonexcludable research programs tend to be more, laasl more basic programs more
nonexcludable. But those relationships aren't g&gng. Boosting the basic portion of a
scientist's portfolio one percentage point bodstsntonexcludable portion by only 0.16 points.
This is a potential impact of the Bayh-Dole Act arthted court rulings, which have expanded

the range of basic scientific innovations that barpatented. The Bayh Dole Act allowed



recipients of federal research funding intellectualperty control of the inventions and other
intellectual property that resulted from such fungdi

Neither the source nor amount of the scientistiglifug has a statistically significant
impact on the proportion of her work she regardexasudable. Public money, in other words, is
just as likely to encourage patentable or otherwiaeket-protectable research as is private
money, another likely Bayh-Dole influence. Fundsugirce does, however, affect research
basicness. While a $1000 rise in the publicly fuhdertion of the scientist's portfolio boosts the
basiccontent of her research program by only 0.03 peagge points, a $1000 rise in the
privately funded portion boosts #ppliedcontent by 0.16 percentage points. Speeding up GE
crop innovations by shifting to more downstreaneagsh can be accomplished by allocating
more funding to the private sector. This, howewell,be effective only if foundational science

doesn't suffer too greatly as a result.

Research Basicness and Object Size

The research topics in bioscientists’ laboratogies can be characterized through the sizes of
the objects they examine. Because GE crops, suchBigotton, are often produced through
manipulation of sub-cellular material, the innowatrates depend directly on the magnitude of
laboratory effort at the sub-cellular and celld&arels. Yet the implications of these discoveries,
such as the non-target-insect mortality associattdBt technology or the watershed effects of
shifting to more herbicide resistant crops, areeusitod only at the organism and ecosystem
levels. Research at those larger scales therefowédes useful information for future sub-
cellular innovation. As it turns out, a researcbjgct's object size is only moderately correlated

with its basicness. Thus, accounting separatelyhiese two bioscience program features is



important for understanding the rate, charactet,amtrol of genetically engineered innovations
in agriculture.

We asked four academic bioscientists who did ndigyaate in our survey to examine
each of our 922 respondents' research topic déiscrgpand classify each by object size. Thirty-
five percent of the topics focused on sub-cellpkticles, 11% on cells, 9% on organs, 25% on
organisms, 12% on natural ecosystems, and 8% oagedrecosystems. Respondents who said
they were biochemists or cell or molecular bioltgis60% of our sample—conducted work
mostly at the sub-cell or, to a lesser extent,@metirganism level. Pathologists—10% of the
sample—were predominantly in organism researchganéticists—20% of the sample—in
sub-cellular or organism research. For simplicitg,here combine sub-cell and cell topics into a
"cellular" group, organ and organism into an "oiigant group, and natural and managed
ecosystems into an "ecosystem" group.

Basicness was measured by asking the scientistitcate on a six-point scale the degree
of basicness of the typical project in his curmasearch portfolio, in contrast to the proportion
of her research program used above. We calledc'basy topic with a response in the 1-to-3
range, and "applied" any topic in the 4-to-6 rarigeally, we categorized each topic according
to the combination of basicness and object-sifgdlitnto: basic cellular, applied cellular, basic
organism, applied organism, basic ecosystem, dregpgcosystem. We used statistical methods
to determine how the scientist's human capitaliastitutional culture, professional norms, and
funding sources affected the likelihood she wowldduct research that fell into each of these six

categories. To our knowledge, this is the firsestigation of such relationships.

Influences on Basicness and Object Size



Table 2. Funding-Source Impacts on Research Basscaed Object SiZze

Funding Source and Type Object Size
Cell Level | Organism Level | Ecosystem Level

USDA

Basic -0.14 -0.08 -0.02

Applied 0.22 0.21 0.08
Industry

Basic -0.95 -0.14 -0.05

Applied 0.17 0.39 0.12

®Numbers are the changes in the percent of researtihe indicated basicness and
object size caused by boosting funding from thiz&tdd source by one percentage
point, and reducing NSF funding by the same amadmputacts of NIH and state
funding are not shown.

Table 3. Professional-Norm Impacts on ResearchdBasis and Object Sfze

Professional Norm Object Size

Cell Level | Organism Level Ecosystem Level

Theory Norm

Basic 5.35 2.19 1.12

Applied 0.29 -2.63 -1.72

Patenting Norm

Basic -2.70 -0.95 -0.73

Applied 2.61 2.81 -1.45

®Numbers are the changes in the percent of reseatrtihe indicated basicness and
object size caused by a one-point rise in the igmme of the indicated professional
norm. Impacts of NIH and state funding are not sthow

The scientist's rank and university type had, l@yrbelves, little influence on these research
choices. But the sources and amounts of her fundimd her professional norms, were
important. USDA and industry funding effects areegi in Table 2, while patenting-norm and
theory-norm impacts are presented in Table 3. TBBAJand industry sections of Table 2 show
the research-choice effects of boosting USDA ousgtiy funding by one percentage point while

reducing NSF funding the same amount. Because Bl§feimost basic-research-oriented of the



major funders, this reveals the net effect of sigffunding from the most basically inclined to

the more application-oriented agencies. For exanyolesting USDA funding one percentage
point brings a 0.22 percentage-point rise in apptiellular research. Table 3 shows the research-
topic impacts of a one-point rise in the sciergisbrmative orientation toward, respectively,
theoretical contributions and patenting. We sebkthese norms not as a dichotomy but as two
topical scientific issues of high relevance to biesce.

Our findings suggest that routing more GE-crop atter biotechnology funding through
biotech firms or the U.S. Department of Agricultpneshes academic bioscientists away from
basic and toward applied research at the cell,isgg and ecosystem levels. For example, the -
0.95 value in the industry-funding part of the kgfle of table 2 says shifting one percentage
point of the scientist's funding from NSF to bidteology firms reduces by 0.95 percentage
points the likelihood he will conduct basic subleglcellular research. And it will raise by 0.17
points the likelihood he will conduct applied sulltor cellular research. However, the larger
the research study’s object size, the less doesindfunding push it in the applied direction.
USDA support creates a similar but more modestdathent toward applied topics. And as with
biotech firms, the inducement is lower on the esteay than on the cellular side of the object-
size continuum.

Table 2 also can be read horizontally to show hwdustry and USDA funding affect
research object size. Shifting one percentage pbithte scientist's support from NSF to industry
reduces the prospect of basic organism-level reBdar only 0.14 percentage points but, as
noted above, the basic cell-level research by pddts. Thus industry sponsorship leads,

comparatively speaking, strongly away from basiz-sellular and cellular work. And among



applied programs, industry leads particularly tadwasearch at the organ and organism levels.
USDA sponsorship has the same general effect,tabslightly lower magnitudes.

Table 3 shows professional norms exert strong émibes on research-topic choice.
Examples of their influences: a one point risehia $cientist’'s theory norm induces a 5.35
percentage point rise in the chance the scientisb&/found to conduct basic cellular research,
and a 1.12 point rise in the chance she will bedoto conduct basic ecosystem studies. A one
point rise in the scientist’s orientation towarderding reduces by 2.70 percentage points the
likelihood of her conducting basic cellular resésand boosts by 2.61 points the likelihood of
applied cellular work, resulting in a net 5 8&rcentage point net rise in the likelihood shé wil
conduct applied research if she is sub-cellularetiular scientist. Expressed in proportionate
terms, the professional norms examined in thisyshadl on average four times as much research
influence as funding sources did.

Among organism scientists, rising patenting orieates create a similar but smaller
impulse toward applied topics. At the same timeytimduce modest shifts from larger to
smaller-scale research, where more opportunitiegdtenting are found. Scientists oriented
more toward theory are more likely to conduct bassearch. Interestingly, they are more likely
to conduct cell-level research as well. Both a patenting and a pro-theory ethic thus move the
scientist toward small-object research, even thdbhghormer is in an applied direction and the

latter in a basic direction.
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a. Positive numbers indicate a net average rise — and negative numbers a net mean
decline —in the chance the scientist will conduct applied rather than basic research or
large-object rather than small-object research. Figures take into account shifts into and
out of organism research.

Figure 1. Net Average Impact of Funding Source oybBbility of Conducting Research at the Indicated
Basicness and Object Size.
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a. Positive numbers indicate a net average rise — and negative numbers a
net mean decline — in the chance the scientist will conduct applied
rather than basic research or large-object rather than small-object
research. Figures take into account shifts into and out of organism
research.

Figure 2. Net Average Impact of Indicated ProfesaldNorm on Probability of Conducting
Research at the Indicated Basicness and ObjecfSize

By way of summary, Figure 1 gives each funding sesrand Figure 2 the scientist’s
professional norm's net average impact on resdmasicness and object size. Positive
coefficients indicate a net rise in the chancenmioeintering an applied rather than basic topic or
a large-size, such as an ecosystem, rather thdirsmeg such as molecular, research object.
Among funding sources, state governments and indastate the largest average impulses
toward applied and large-object research. Shifbing percentage point of the scientist's funding

from the National Science Foundation to biotechgglirms creates a net increase of 0.61



percentage points in the likelihood the scientidgitemgage in applied research. Industry funding
also increases the likelihood he will engage igdanbject rather than small-object research.

Neither state nor USDA funding has an appreciabtesffect on research object size.

Policy Implications
The importance of academic research, particuldrtgeabasic and translational but even the
development stages of the genetic engineering pspceso great that any examination of GE’s
future is incomplete without considering how pre@s decide what to study. The rate and
character of genetic engineering research in aijuieudepends on the balance achieved between
basic and applied, excludable and nonexcludabt&n@oro- and macro-object investigation. In
universities at least, these characteristics in ti@pend on the scientist's human capital and
institutional culture, professional norms, and fungdsources. Our study strongly suggests
professional norms have at least as great an imfkias do any of these other factors.
Nevertheless, industry funding pushes academicigionse research strongly toward the
applied end of the research spectrum and towar@hem or ecosystem level work. In both
respects, industry support thus militates agamstdational gene-modification research and
toward the organism and ecosystem levels at whiatresearch is applied and controlled.
USDA and state funding has, albeit less sharpl/sdme effect. Taken together, these findings
suggest both the private and public sector are@ffein encouraging university organism and
ecosystem research. Solutions to some GE cropeciy@$, such as weed resistance and climate
change mitigation, thus can be addressed in batorse individually or collaboratively. In
contrast, aggregate public funding boosts basiccatidevel research only because NSF and

NIH push substantially in those directions.



Much has been surmised in the popular literatuoeiimoney's influence on the
direction and content of academic biotechnologgaesh. The concern is justified because
money source does affect what academics do. Howteerelationships are more complex than
often portrayed. Two factors mute the money-effeatries. The first is that professors'
academic norms, influenced by their personal istserand the culture in which they work,
appear to be more important than funding-agenepeetes, militating against undue industry
influence in public science. Understanding thedescaffecting these norms should thus be a
high priority in social science research. The sddsrthat, although the privately sourced share
of university funding has risen as a share of teaéarch resources, it remains a small
proportion of the total pie. In any event, USDA atdte funding have much the same effects as
industry. Furthermore, we have found in our analyisat public and private finance tend to
compete with one another in the university labasgteach tending to push the other away.
Perhaps the most important trend to watch is tineiggional rise of the patenting and licensing
ethic in U.S. universities (Stuart and Ding 200@hjch likely is taking us toward greater

commercial control of life-science technologies.
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